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THE INTERNET OF THINGS AND THE PROTECTION
OF HUMAN RIGHTS: ETHICAL AND LEGAL CHALLENGES

The article examines the topical issue of ethics and law of the Internet of Things (loT), since
today, thanks to the improvement of sensor technologies, wireless communication and data process-
ing, 10T has evolved from a concept to an integral element of modernity, transforming almost all
spheres of human existence (economy, transport, healthcare and other areas, ensuring process auto-
mation, resource optimisation and development of smart systems). The article outlines the ethical
aspects of using loT, in particular, those related to transparency, fairness of algorithms and respect
for human rights. It is noted that loT stimulates the progress of artificial intelligence, while massive
data collection and storage create risks of violation of human privacy, which requires strict legal
regulation. Thus, the issue of ‘algorithm ethics’ becomes an urgent one, as algorithm-based solutions
can be biased, which requires transparency and human responsibility for technology development.
The successful development of loT requires a combination of legal regulation, technical measures,
international standards and educational programmes to ensure a safe and fair digital environment.
The article presents a list of problems associated with the practical application of the Internet of
Things. The author emphasises the need to develop and implement ethical standards for the Internet
of Things (loT), which is an important means of ensuring security and protecting human privacy in
the technological environment. The article also discusses existing international ethical standards for
the Internet of Things, including the principles of data protection, security, transparency and respon-
sibility. These principles promote the integration of ethics into the technology development process,
ensuring that loT not only performs technical functions but also complies with ethical standards, in

particular in terms of protecting human privacy.
Key words: Internet of Things, human rights, ethics, privacy, data protection, cybersecurity, arti-
ficial intelligence, digital governance, algorithmic transparency, legal regulation.

Problem Statement. The Internet of Things
(IoT) is a technological phenomenon that offers
vast opportunities for development; however, it
simultaneously poses risks to privacy, security, and
human rights. The absence of appropriate regulation
and ethical standards exacerbates concerns regarding
data usage transparency, algorithmic discrimination,
and cybersecurity threats.

Relevance of the Study. The development of the
Internet of Things (IoT) is accompanied by its rapid
integration into everyday life, which heightens the risk
of human rights violations, particularly concerning
privacy and security. The relevance of this research lies
in the need to establish ethical and legal frameworks
for the regulation of IoT and the protection of human
rights within the digital environment.

The aim of the study is to analyse the ethical and
legal challenges that arise in the context of the use of
IoT, as well as to develop recommendations for the
creation of a secure and fair digital environment.

Analysis of Recent Research and Publications.
The ethical and legal challenges of the Internet of
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Things (IoT) occupy a central place in contemporary
scientific discourse. One of the first comprehensive
accounts of the architecture and functions of IoT was
presented by L. Atzori, A. lera, and G. Morabito, who
outlined the technological foundations of interaction
between devices and humans [1]. The concept
of the development of networked systems was
further elaborated by J. Gubbi, R. Buyya, and other
researchers, emphasising the growing role of data
analytics and artificial intelligence [2]. The issues of
cybersecurity and legal regulation in the loT domain
were examined in detail by R. Weber and E. Studer,
who highlight the complexity of determining legal
responsibility within the digital environment [3].

The ethical aspects of digital technologies are
examined by L. Floridi and M. Taddeo, who emphasise
the need to develop a “data ethics” framework and
ensure algorithmic transparency [4]. In the legal
context, significant attention is given to the EU
General Data Protection Regulation (GDPR), which
was systematically interpreted by P. Voigt and A. Von
dem Bussche, establishing standards for transparency
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and control over personal information [5]. The
International ~ Organization for Standardization
(ISO) has created a technical basis for secure device
interaction through ISO/IEC 29182 [6]. Among
important legislative initiatives, the American [oT
Cybersecurity Improvement Act [7] and the OECD
principles on the ethical use of technologies [8]
should be noted, as they lay the foundation for a
global policy of responsible data governance.

Contemporary research also emphasises the
practical consequences of loT application in various
sectors — from medicine [10] to agriculture [13] and
industry [14]. At the same time, issues of privacy,
algorithmic bias, and user security are becoming
increasingly relevant. The concept of “privacy by
design” (protection of privacy at the technology
development stage) was developed by A. Cavoukian,
who regarded it as the foundation for building trust
between humans and the technological environment
[17; 20]. Therefore, ethical standards have not only
a moral but also a regulatory potential, as they
form the basis for improving legal mechanisms of
IoT oversight. The IEEE Ethically Aligned Design
standards and EU initiatives on “ethical artificial
intelligence” [24; 26] establish a new paradigm for
responsible digital development.

Among Ukrainian researchers, the issues of digital
ethics and the protection of human rights in the loT
domain are analysed by V. Horielova, O. Pidopryhora,
and L. Koval, who emphasise the need to harmonise
national legislation with European standards. The
Ukrainian scientific tradition is gradually adapting
these approaches by developing its own ethical
frameworks for IoT, focused on prioritising the
protection of human rights and freedoms.

Presentation of the Main Material. Despite the
active development of foreign scientific thought, the
issue of ethical regulation of the Internet of Things
(IoT) in Ukraine is still at an early stage, which
necessitates a systematic analysis taking into account
the national context. The development of the Internet
of Things began in the 1990s, when the idea of
interconnecting devices via the Internet was formed.
Thanks to the improvement of sensor technologies,
wireless communication, and data processing, IoT
has evolved from a concept into an integral element
of the modern digital environment. This technology
transforms the economy, transport, healthcare,
and other sectors, providing process automation,
resource optimisation, and the development of
“smart” systems. loT stimulates the progress of
artificial intelligence, machine learning, and big
data technologies, which increases the demand

for cybersecurity. The Internet of Things, or IoT,
represents the concept of integrating physical objects
into a single network, enabling interaction between
them and with humans. This technology involves the
use of sensors, software, and networking tools for
collecting, processing, and exchanging data. 10T is
aimed at creating an infrastructure that unites objects,
from household appliances to industrial systems, in
order to enhance efficiency, automation, and process
personalisation.

The main elements of the Internet of Things
are physical objects, networking technologies, and
analytical platforms. Physical objects are equipped
with sensors and chips that record the state of
the environment or the device itself. Networking
technologies provide the transmission of collected
information through communication channels such
as Wi-Fi or cellular networks, which facilitates the
synchronization of device operations. Analytical
systems process data, forming the basis for decision-
making and adapting device functionality according
to conditions or user needs [1].

However, despite the significant potential of
10T, its development is accompanied by a number
of challenges. The main risks are associated with
the protection of personal data, as devices collect
large volumes of information that may be accessible
to third parties. Cybersecurity also remains a key
challenge, as device vulnerabilities can become
a source of threats to users and infrastructure [2].
Equally important are the ethical aspects of IoT use,
particularly those related to algorithmic transparency,
fairness, and respect for human rights [3]. Thus,
although the Internet of Things is an important tool
for societal transformation, contributing to progress
in various sectors, its implementation requires a
responsible approach, which should include the
development of ethical standards, legal regulation,
and data protection technologies to ensure the safe
and fair use of this innovation [4].

Furthermore, the development of the Internet
of Things is accompanied by the emergence of
numerous challenges related to privacy, security,
and personal data management. In response, legal
and ethical frameworks are being established to
protect user rights, ensure transparency in data
usage, and allocate responsibility for potential
risks. International legal instruments already aim to
regulate IoT activities in various contexts, seeking
to ensure the safe functioning of technologies and
their compliance with ethical principles [5]. One of
the key international documents is the General Data
Protection Regulation (hereinafter — GDPR), which
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establishes the main requirements for the collection,
storage, and transfer of personal data. Its application
also covers loT, requiring informed consent from
users and ensuring the right to control personal
information. The GDPR serves as a foundation for the
implementation of transparency and accountability
policies in the IoT domain, promoting the global
adaptation of data protection standards. In this regard,
the International Organization for Standardization
(ISO) has developed a series of recommendations
for 10T, notably ISO/IEC 29182, which sets technical
protocols for device interaction. These standards
facilitate the integration of IoT into global networks,
ensuring device compatibility and enhancing security.
Combined with other ISO standards, this document
enables the development of IoT in compliance with
fundamental ethical and legal principles [6].

It is also pertinent to highlight the “IoT
Cybersecurity Improvement Act” in the United States,
which establishes basic security requirements for [oT
devices used by government institutions. In China,
the “Personal Information Protection Law” (PIPL)
imposes strict restrictions on data processing and
transfer, aimed at strengthening privacy control [7].

It should be noted that the ethical standards
currently being developed within international
organisations, such as the OECD, which proposes
principles of transparency, trust, and accountability
for IoT, are aimed at encouraging manufacturers
and developers to adhere to high standards in the
creation of secure and reliable devices. In particular,
the recommendations include ensuring users’ rights
to be informed and to control their own data. The
importance of the legal and ethical aspects of IoT
use is emphasised by their role in building trust in
technologies [8]. Despite the diversity of approaches
in different countries, all of them are aimed at
minimising risks and ensuring fair conditions for the
use of the Internet of Things in society.

The practical significance of the Internet of Things
(IoT) is most clearly observed in specific sectors,
where the technology directly impacts the realisation
of human rights—primarily the right to life, security,
and healthcare. The Internet of Things is increasingly
integrated into everyday life, creating an ecosystem
of interconnected devices that enhance efficiency,
comfort, and safety. This technology enables the
automation of routine processes, reduces costs, and
optimises resource use, becoming a key element of
digital transformation across multiple sectors [9].

Inhealthcare, [oT contributes to the improvement of
diagnostics and health monitoring: smart sensors and
wearable devices allow physicians to obtain real-time
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data on patients’ conditions, thereby enhancing the
quality of treatment. Automated drug administration
devices and remote monitoring systems minimise
human error, reduce risks for patients, and increase
safety [10]. In the transport sector, IoT transforms
infrastructure into a “smart” system that improves
efficiency and reduces accidents: vehicles equipped
with embedded sensors predict technical malfunctions
and optimise fuel consumption. In urban settings,
“smart” traffic lights and traffic management systems
help to reduce congestion, promoting the efficient use
of roads [11].

In the “smart home” domain, IoT automates
the management of lighting, heating, and security,
providing comfort and reducing energy consumption.
Smart refrigerators and remote control systems for
household appliances optimise domestic processes,
giving users more time for everyday tasks [12]. In
agriculture, [oT implements sensor-based monitoring
systems for crop cultivation conditions: data on
soil moisture, temperature, and air quality allow
for increased yields and reduced costs. Similar
technologies are used in animal husbandry to monitor
animal health and improve living conditions [13]. In
industry, [oT is applied for equipment monitoring,
which lowers the risk of accidents, ensures
production continuity, and enhances efficiency [14].
In commerce, the Internet of Things transforms
traditional business models: smart shelves, sensors,
and customer behaviour analysis systems optimise
inventory = management, improve  marketing
strategies, and enhance service quality [15]. Thus,
the development of IoT provides significant benefits,
but also creates challenges related to privacy and
cybersecurity. Therefore, the implementation of these
technologies requires careful technical and legal
regulation, alongside an ethical approach to ensure
user safety and trust in the technologies.

The Internet of Things generates substantial
volumes of data, which often include sensitive
information about users, their habits, and their
environment. These data are vulnerable to leaks,
unauthorized access, and third-party misuse. An
example is the data breach in fitness applications,
where collected data allowed the identification of
military locations, thereby compromising security
[16]. Thus, to minimise such risks, it is necessary to
implement stringent data protection measures and
inform users about potential threats.

The ethical use of IoT is founded on transparency
in data collection and processing, as well as obtaining
informed consent from users. Many users are unaware
of the extent of information collected and its potential
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use. Informed consent requires a clear and accessible
explanation regarding the collection, storage, and
utilisation of personal data. For example, users often
agree to privacy policies without reading them, due
to the complexity and length of the documents.
However, according to international researchers, the
need to ensure transparency strengthens trust between
users and companies [17].

The automation of processes enabled by IoT can
sometimes lead to a loss of user control over decision-
making. Smart systems, such as refrigerators, may
make purchasing decisions by analysing available
products, but this can limit users’ autonomy.
Moreover, hacker attacks on medical devices, such as
pacemakers, pose life-threatening risks, highlighting
the need to strengthen security in IoT [18; 19].
Therefore, the development of IoT requires clear
legal frameworks that define the responsibilities
of developers, manufacturers, and users regarding
device safety, timely software updates, and data
protection. Legal certainty in this context contributes
to the reduction of ethical risks and the enhancement
of trust in technologies.

The Internet of Things poses a threat to privacy
through the automated collection, storage, and
analysis of users’ personal data. Smart devices, such as
fitness trackers, voice assistants, or video surveillance
systems, often capture more data than users may be
aware of. These data are used for profiling, behaviour
analysis, or commercial advertising, frequently
without users’ consent. Protecting the right to privacy
requires the implementation of stringent regulations,
such as the GDPR, which obliges companies to
ensure transparency in data collection and obtain
informed consent from users [20]. The vulnerability
of [oT devices to cyberattacks creates risks to both the
physical and informational security of users. Breaches
of “smart” homes, vehicles, or medical devices can
endanger human life and health. To ensure security,
it is necessary to implement modern cybersecurity
protocols, mandatory data encryption, and regular
software updates. Legal regulation should encourage
manufacturers to adhere to high standards of personal
data protection [21]. Ensuring transparency in the
use of IoT requires openly informing users about the
purposes of data collection, as well as the methods
of storage and processing. Companies must develop
clear and accessible privacy policies, providing users
with the right to view, edit, or delete their own data.
This fosters trust between users and IoT technology
developers.

Furthermore, educational programmes and
informational campaigns can help users better

understand their rights in the digital age [22]. Children,
elderly people, and individuals with disabilities
are particularly vulnerable to IoT-related risks. For
children, it is important to create devices with limited
data collection, protecting them from manipulation
and the development of dependency. Elderly
individuals may be targeted by cybercriminals due to a
lack of awareness about risks. Devices for people with
disabilities should take into account specific needs
and ensure uninterrupted operation. The development
of ethical standards for 10T, aimed at these groups, is
an important direction in technological advancement
[23]. Protecting human rights in the context of IoT
implementation requires a systematic approach that
combines technological solutions, legal regulations,
and ethical principles. Ensuring privacy, security, and
transparency should be a priority in the design of IoT
devices, so that technologies contribute to improving
quality of life without threatening users’ rights and
freedoms.

Existing international ethical standards for the
Internet of Things (IoT) are aimed at ensuring
security, privacy, and social responsibility in the
use of this technology. Key initiatives include
the IEEE standard “Ethically Aligned Design,”
which encompasses principles of data protection,
security, transparency, and social responsibility.
These principles facilitate the integration of ethics
into the technology development process, ensuring
that ToT not only performs technical functions
but also complies with ethical norms, particularly
regarding privacy protection and the promotion of
fairness [24]. Additionally, the ISO/IEC 27001 and
ISO/IEC 27018 standards define requirements for
information security and personal data protection in
cloud environments, which are directly relevant to
IoT. They support the integration of cybersecurity
and privacy considerations into loT-related projects,
ensuring that users’ data are processed in accordance
with international protection standards. The GDPR, in
turn, establishes rules for the collection, storage, and
processing of personal data, including for [oT devices,
emphasising the importance of data minimisation
and restricting access to authorised personnel only
[25]. International organisations such as the United
Nations (UN), OECD, the EU, and IEEE are actively
engaged in developing ethical standards for IoT.
Their initiatives include the creation of principles
for transparency, data protection, security, and social
responsibility, promoting the ethical development of
IoT. For example, the EU has developed the “Ethical
Guidelines for Artificial Intelligence and 1oT,” while
the IEEE implements standards for ethics in the
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design of IoT devices, ensuring data security and
privacy [26].

State regulation plays a key role in shaping ethical
norms for [oT, ensuring that technologies comply with
social, legal, and ethical requirements. In particular,
Ukraine has enacted laws on personal data protection
and cybersecurity, which are indirectly relevant to the
application of IoT. Ethical approaches to loT regulation
require the integration of international standards, legal
norms, and technical measures that guarantee security
and privacy. The development and implementation of
clear ethical standards will contribute to risk reduction
and foster users’ trust in IoT. Technologies should be
aimed at improving quality of life while maintaining
high standards of security and privacy.

Conclusions. The Internet of Things (IoT) today
serves not only as a technological innovation but also
as a catalyst for profound transformation in legal
and social systems. Its integration into everyday life
creates new opportunities for the development of the
economy, healthcare, transportation, and education,
while simultaneously intensifying concerns regarding
security, privacy, and the protection of human rights.
The main ethical challenges of [oT lie in algorithmic
opacity, risks of data misuse, and the erosion of
personal autonomy.

The experience of international researchers
and regulatory initiatives (notably GDPR, ISO,
IEEE, and OECD) demonstrates that the effective
functioning of IoT is possible only under conditions
of ethical responsibility, technical security, and legal
certainty. Ethical standards, based on principles of
transparency, fairness, and data governance, should
become an integral element in the development and
implementation of digital systems.

For Ukraine, a key task is the adaptation of
international standards to the national context,
the improvement of legislation on personal data
protection and cybersecurity, as well as the
development of a culture of digital ethics. The
combination of legal regulation, educational
programmes, and innovative technological solutions
will enable the creation of a safe, human-centred
digital environment in which the development of
IoT does not conflict with fundamental human rights
and freedoms.

It appears advisable to develop a unified ethical
code for IoT device developers, as well as to
strengthen inter-agency coordination in the field
of cybersecurity. These measures will contribute to
the building of user trust and ensure the sustainable
development of Ukraine’s digital ecosystem.
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Topesosa B. 0. IHTEPHET PEYEM 1 3AXHCT ITPAB JIIOJVHMU:
ETUYHI TA ITPABOBI BUKJ/IMKH

Y emammi 0ocnioocyemovcs axmyanvhe numants emuxu ma npaea 3acmocyseanust inmepueny peueil (loT),
aodce HA CbO200HI 3A80AKU B0OCKOHAIEHHIO CEHCOPHUX MEXHON02il, 0e30pomosoco 36 53Ky ma 00poOKu
oanux, loT esonoyionysas 6i0 konyenyii 00 HeGi0 €EMHO20 eleMenmy CyYacHOCmi, MpaHcoopmyouu maidice
6ci cghepu 100CbK020 Oymmsi (eKOHOMIKY, MPAHCHOPM, OXOPOHY 300p08°s ma iHwi cepu, 3abe3neuyodu
asmomamu3ayiio npoyecie, ONMUMI3ayiio pecypcie ma po3eumox «po3yMHUXy cucmem). ¥ cmammi 3asnaveni
emuuni acnexmu euxopucmanns loT, 30kpema, wjo nog’sa3ami 3 NPO3OPIcMIo, CNPABEONUBICINIO AN20PUTIMIE
i oompumannam npas noounu. Hazonoweno, wo loT cmumynioe npoepec wimyuno2o iHmenexkmy, 600HO4AC
macosuil 30ip i 30epieants 0aHux CMEOPIOIOMyb PUSUKU NOPYUEHH NPUBAMHOCI TI0OUHU, Wo nompedye
CY80P0O2O NPABOBO2O pe2YNIOBAHHS. AKMYANbHUM RUMAHHAM, MAKUM YUHOM, NOCMAE NPOONIeMd «emuKi
aneopummyy, aodice pilleHHs HA OCHOBI aI2OPUMMIE MOXNCYMb OYmMu YNepeodceHumu, wo nompeodye
3a6e3neyents npo3opocmi ma 8iONo8IOANLHOCII TH0OUHY 34 pO3POOKY mexHono2iu. Yeniwnui poseumox loT
BUMA2AE NOEOHAHHS NPABOBO2O Pe2YIOBANHHI, MEXHIUHUX 3aX00i8, MINCHAPOOHUX CIAHOAPMIE Md OCEIMHIX
npoepam, wo 3abesneyums besneure ma cnpageonuse yugppose cepedosuuje. Y cmammi HageoeHo nepenix
npobnem, AKi noe sa3aui i3 npakxmuyHum 3acmocysanuam Iumepnemy-peyei. Hazonouweno na neodoxionocmi
PO3POOKU Ma 8NPOBAONCEHHS emUudHUx cmanoapmis onsi Inmepuemy peueti (lIoT), wo € saxciueum 3acobom
3abe3neuenns b6esnexu ma 3axucmy npUGAMHOCI 1H0OUHU 8 MEXHONOLTUHOMY cepedosuwyi. Y cmammi maxooic
PO32IAHYMI ICHYI0UT MINCHAPOOHT emuuHi cmanoapmu 01 [nmepnemy peueil, wo GKIOUAMb NPUHYUNU
saxucmy Oanux, Oesnexu, npozopocmi i eionogioanvHocmi. L{i npunyunu cnpusrwoms iHmespayii emuku
y npoyec po3podoxu mexuonoziu, caparumyruu, wo 1oT ne nuwe suxoHye mexniuni ¢hyHkyii, a i 8ionogioae
eMUUHUM HOPMAM, 30KPeMa 8 ACNeKmax 3axucmy npusamHocmi JioOUuHu.

Knrouosi cnosa: inmepuem peuetl, npasa 100uHU, emuxa, KOHQiOeHYiluHICMb, 3aXUcm 0aHux, Kibepbesnexa,
wmyyHull inmenexm, yu@poese 8psady8anHs, aropUmmiuHa npo3opicms, npasose pecynio8anHs.

Jara nagxomkenns crarti: 25.10.2025

Hara npuiinsatrs crarri: 20.11.2025
Onyo6mnikoBano: 29.12.2025

ISSN 2707-0581 (print), ISSN 2707-059X (online) | 13



